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Introduction to Integer Programming
1P = Inleger progsaming

* An IP in which all variables are required to be integers is call a ‘
pure integer programming problem. @E =ppure Mlegcf proyaming
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* An IP in which only some of the variables are required to 5@ 0, ‘

integers is called a mixed integer programming problem. _:‘3 Miz---
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« An integer programming problem in which all the variables must \

be 0 or} is called a =0 Binary moclel §o Jon] (OWI/ Jaii)
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* The LP obtained by omitting all integer or 0-1 constraints on

variables is called LP relaxation of the IP. L
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Example 9.1-1(Project selection)

B pre) 3 Years
Five projects are being evaluated over a 3-year planning horizon. The following table gives the
expected returns for each project-and the associated yearly expenditures:

{ > MQX
Expenditures ($ million)/year S
Project ] 5 3 Returns ($ million)
1 S 1 8 2
2 4 7 10 40
3 3 9 2 20
4 7 4 1 15
3 8 6 10 30
—
-ailable funds ($ milli 25 25 25
Available funds (§ million) e @) (\;J)j (a.;wL .
/ . =y gy W J A
R S\ A

Which projects should be selected over the 3-year horizon?
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Example 9.1-1(Project selection)

 The problem reduces to a “yes—no” decision for
each project. Define the binary variable x;

BMaf
| {,Lif project j is selected o

X; = ; e -
£ 0.if project j is not selected X el=2l

Example 9.1-1(Project selection)
= You Can (huwse MmN 0y Mux
A 2B Min D mix 2opgd D &

The ILP model is

-(Maximizez = 20x, + 40x, + 20x, + 15x, + 30%)

i Sx;+ 4x; + 3x3 + Txg + 8vs =25 SRS,
xp+ Txs +9x3 + 4xg + 6xs = 25 wa}
Ny(o
Ry IO+ 2 ROy e 0 = 25 o )

@ X2, X3, X4, X5 = (0 m

subject to
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Fixed-charge Problem ‘

* The fixed-charge problem deals with situations in which the economic

actlwty incurs two types of cos s S
Eoo £ d e TRt e et P2 Bimt 7 Bfl o
: ) 1- a(fixed cost|needed to initiate the ac |V|ty [ o 3 K 5 A

5 &l 2- a(variable cojproportlonal to the level of the activity.
- ‘Z\:’)’f?d}\)bﬂd‘ kw‘éw&moa&@

For example, the initial tooling of a machine prior to starting production
incurs a fixed setup cost regardless of how many units are manufactured.

Once the setup is done, the cost of labor and material is proportional to
the amount produced
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Example 9.1-3 (choosinga #~ s L
Telephone company) o N

| have been approached by three telephone companj $ to subscribe

to their long-distance service in the United.S i\tjas aBell will charge
QI3 flat $16 per month ,phis_$.25_a_mmuf§ PaBell will charge $25 a

month but will reduce the per-minute cost to 5.21. As for-Ba_b)LEE_,qsfé‘

the flat monthly charge is $18, and the cost per min is §2~2 I usually

make an average ofmmutes of long-distance calls a month.

Assuming that | do not pay the flat monthly fee unless | make calls

and that | can apportion my calls among érthree compani@as |

please, how should | use the three companies to minimize my
monthly telephone bill? & Joa=
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Integer Programming Algorithm (r.e

The basic concept underlying the branch-and-bound technique is to
Wy el
()SL.@ 3 5 SN sl (M\DQS‘\' divide and‘conquer.
Smce the orlglnal “large” problem is hard to solve directly,
it is divided into smaller and smaller subproblems
until these subproblems can be conquered.
The dividing (branching) is done by partitioning the entire set of
feasible solutions into smaller and smaller subsets.
The conquering (fathoming) is done partially by
(i) giving a bound for the best solution in the subset;
(ii) discarding the subset if the bound indicates that
it can’t contain an optimal solution.

These three basic steps

— branching, bounding, and fathoming —
are illustrated on the following example.
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Branch and Bound Example'

Consider the following binary integer program (BIP). A binary variable is one that i
constrained to be either 1 or 0.

Max z= 75X+ 6X,+3X3+33%,

Subject to:
174X,% 76X,+22X3+42%,5875

67X+ 27x2+794x3+53x45875

X1, X9, X3, X4 pinary

Branch and Bound Examble

Node O
LP Optimum
=11384
=10
1_2=0508
x_J=09)4
1 _4=10

Smplex & &
=

Node 2

Node 1

Z=1131s
X1=09s
xX2=1

X1=092
X4=10

Z=110.85
Xl=1
X2=0
X1=095
x4=10
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Definition of A Markov Chain
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Definition of A Markov Chain+
Transition Diagram: .

Cliy A,B,C, D :J

City B

/1/21

Clty C

/3

Scanned with
§ CamScanner“é


https://v3.camscanner.com/user/download

Example: Stock Market

Example: Stock Market
* 75% a bull market followed by a bull market

* 60% a bear market followed by a bear market

TN
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Example: Stock Market ¢ il Tree
Stake Djgrem (&er 0.75. (Bull Ui Py

Bu'l \Spd 15\ »

Bu"t)} 02\ Bear \3}8\; u)w
0.253fpace 25—t B2l opVs) Lt e
0.6 - Bear u.{kaﬂ

2 Twme,

0.75
oppfE
0.25 Bear

oz\sseu/w

Bull

Bear

P(Bull Market)
=0.75 + 0.75 +
&Q\ P! O 3
- (0:28)+ o)s (0.T5)H(0T) ikial 31 >Rl ) RY-NEINTIA

2 = ~6625 ; S
0] + 6.-5625 < O = 2 transhion »20 Buﬂ L (,:'%‘-“J
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The one-step transition probabilities can be presented in matrix form as:

P P2 P13 -+ Pn
Pn P2 Py - P

Pmi P2 Py -+  Pmn

The matrix P defines a Markov chain. It has the property that all its transition prob-
abilities p;; are stationary and independent over time. Although a Markov chain may
include an infinite number of states, the presentation in this chapter is limited to finite
chains only, as this is the only type needed in the text.

Every year, during the March-through-September growing season, a gardener uses a chemical
test to check soil condition. Depending on the outcome of the test, productivity for the new sea-
son can be one of three states: (1) good, (2) fair, and (3) poor. Over the years, the gardener has
observed that last year's soil condition impacts current year's productivity and that the situation
can be described by the following Markov chain: k )
. 1 good W’E&.Mg»sdgq.uh_
A
Sl EQ o #lovss oI 582U

3 State of the

SyStem next

year

. S |

saeof (1= 2 3

P = thesystem{ 2| 0 5 5
thisyear {3\ 0 0 1
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The transition probabilities show that the soil condition can either deteriorate or stay the
same but never improve. For example, if this year's soil condition is good (state 1), there is a 20%
chance it will not change next year, a 50% chance it will be fair (state 2). and a 30% chance it
will deteriorate to a poor condition (state 3). The gardener alters the transition probabilitics P by
using organic fertilizer. In this case. the transition matrix becomes:

1 2 3
1/30 60 .10 %
p,:z(.w 60 30 C"r;ai&ki‘ 250D 1
3\05 40 55

The use of fertilizer can lead to improvement in soil condilion.}
g2
P oL dhances sz P

Spammers Go Markovian

« The message is syntactically correct but its content is nonsensical

« It turned out that these syntactically correct but otherwise nonsensical
inserts are totally computer generated and are used by spammers to
bypass spam filters. Interestingly, the computer code used to generate .
these messages has its roots in Markov chains.

» The idea is to scan through a text (a paragraph, a chapter, or an entire
book) to create a table that tallies the frequencies a word in the text is
followed by other words. For example, in the text “It is not what you say; it
is what you do.” the states of the Markov chain are represented by 7 words
(8, if It and it are distinguishable) and two punctuations. There is a 100%
chance that /t (or it) is followed by is, and a 50-50 chance that is is followed

by either not or what
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At time 0, I have $2. At times 1, 2,. .. ,1\ play a game in which I bet S1. With probab;
ity p, I win the game, and with probability 1 — p, I lose the game. My goal is to increa
my capital to $4, and as soon as I do, the game is over. The game is also over if my ca,
ital is reduced to SO. If we define X, to be my capital position after the time 7 game (
any) is played, then Xy, X, ..., X, may be viewed as a discrete-time stochastic proces;
Note that X, = 2 is a known constant, but X, and later X, are random. For examplc
with probability p, X; = 3, and with probability I — p, X, = 1. Note that if X, = 4, the
X:+1 and all later X,’s will also equal 4. Similarly, if X, = 0, then X,+, and all later X,

will also equal 0. For obvious reasons, this type of situation is called a gamblers ruir
problem.
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Cola Example

P=Cnlal c;.o' rﬁ)

Cola2| .20 .80
P,=[.90 10][.90 .10] [.83 .17
20 .80J|.20 .80) |.34 .66

P ey [0 1083 a7 _[781 219
.20 .80]J|.34 .66 438 .s62
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DEFINITION m Two states i and j are said to communicate if j is reachable from i, and i is
) reachable from ). =

DEFINITION B A sct of states S in a Markov chain is a closed set if no state outside of S is
2 reachable from any state in S. @ — Ox.)cl_bl’ alsiles ) 'S

DEFINITION ®m A state i is an absorbing state if p, = 1. -Zcfoe'Le‘)t\b" \3\'"9“:@|
3 —_— -
DEFINITION ® A state i is a transient state if there exists a state j that is reachable from i, but
<y the state i is not reachable from state /. =

DEFINITION m Ifa state is not transicnt, it is called a recurrent state. =

DEFINITION B A gutc j is periodic with period & > 1 1f k s the smallest number such that all
6 paths lcading from state i back to state 7 have a length that is a multple of & If 2
recurrent state s not periodic, it is referred to as aperiodic. =

Pefiodlc e %aae?u‘rr'am%n »ae ¢
ape//oclo'c - &_:,“ j—‘-‘s ﬁi‘u v v W
Transition 3 >5Camols o
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